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Sequence-to-Sequence

• Speech recognition
• Handwriting recognition
• Machine translation
• Speech synthesis (text to speech)
• Summarization
• Text generation



Speech Recognition: Hybrid HMM-DNN

• Use feed-forward net to predict phones
• Use existing HMM/graph structure to form words and sentences
• Problem: requires alignment for frame-wise training!
• (Did not work for translation and generation)



Connectionist Temporal Classification (CTC)

• Map from to , where
• Both X and Y can vary in length.
• The ratio of the lengths of X and Y can vary.
• We don’t have an accurate alignment of X and Y

• Key ideas:
• Use epsilon padding to ensure equal lengths
• Marginalize over all possible alignments



CTC – Blank (eps) Symbol



Example



CTC Loss Function – illustrated



CTC Loss Function



Marginalize over all Alignments?

• Valid alignments
• Retain the original sequence of tokens
• Optionally insert epsilons between tokens

• Enumerating all alignments is way too expensive à DP!



CTC Alignment Graph



CTC Training

• Loss can be analytically computed à Gradient!
• Maximum Likelihood estimate, including sequence info

à min.



CTC Inference

• How to handle epsilons and repeats?
• “naive“ way (regexp)
• Beam search



CTC for Speech Recognition

„spikey“ activations for non-blanks

„traditional“ HMM-GMM

„hybrid“ HMM-DNN First „end-to-end“ in 2006!



CTC References

• „Connectionist Temporal Classification: Labelling Unsegmented
Sequence Data with Recurrent Neural Networks.“ A. Graves et al., 
ICML2006
• https://distill.pub/2017/ctc/
• TensorFlow
• https://www.tensorflow.org/api_docs/python/tf/nn/ctc_loss
• https://www.tensorflow.org/api_docs/python/tf/nn/ctc_beam_search_decod

er
• cuDNN
• https://docs.nvidia.com/deeplearning/sdk/cudnn-developer-

guide/index.html#cudnnCTCLossAlgo_t

https://distill.pub/2017/ctc/
https://www.tensorflow.org/api_docs/python/tf/nn/ctc_loss
https://www.tensorflow.org/api_docs/python/tf/nn/ctc_beam_search_decoder
https://docs.nvidia.com/deeplearning/sdk/cudnn-developer-guide/index.html


Encoder-Decoder Networks
recurrent unit

(RNN, LSTM, GRU)

• Encoder builds up history vector by consuming input
• Decoder produces output based on history and previous outputs
• Hard to train (gradients…), successful for MT: I. Sitskever et al. 



Encoder-Decoder for Machine Translation

• „Sequence to Sequence Learning with Neural Networks.“ I. Sutskever, 
O. Vinyals and Quoc V. Le, NIPS2014
• LSTM as recurrent unit
• Reverse input sentences
• Training for „about 10 days“ on a 8-GPU machine (K40?)

Attention based!
(more in a second)



Encoder-Decoder Networks

• (more or less) obvious shortcoming:
How should a single vector encode temporal order or collocation?

images: positional!

https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html

https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html


Attention!

Words “attend“ to each other to varying degree.



Additive Attention by Bahdanau
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Attention formalized

combined History (B-LSTM)

context vector for output yt

alignment score: how well do yt and xi align?

softmax: how does xi contribute to Y at time t-1?

feed-forward net!



Alignment scores visualized



Attention for MT

• „Neural Machine Translation by Jointly Learning to Align and
Translate.“, D. Bahdanau, KH Cho and Y Bengio, ICLR2015



Attention Visualized

https://distill.pub/2016/augmented-rnns/#attentional-interfaces

https://distill.pub/2016/augmented-rnns/


Attention Visualized

https://distill.pub/2016/augmented-rnns/#attentional-interfaces

https://distill.pub/2016/augmented-rnns/


Attention Mechanisms



Attention Categories



Self-Attention (Inter-Attention)



Global vs. Local Attention



Listen, Attend and Spell (Chan et al. ICASSP16)



Listen, Attend and Spell (cont‘d)

„traditional“ ASR



Listen, Attend and Spell (cont‘d)



Attention is all you need (Vaswani et al. NIPS17)

• LSTM and (particularly) GRU established as state-of-the-art
• Attention mechanism great way to incorporate context
• …recurrent units require lots of data and are hard to tune.
• Proposed solution:
• Massive use of attention…
• …with basic nets/layers?



Transformer



Transformer Visualized

https://ai.googleblog.com/2017/08/

https://ai.googleblog.com/2017/08/


Transformer Visualized



Transformer



Transformer Generalizes!



A Simple Neural Attentive Meta-Learner
(Mishra et al., NIPS MetaLearn 2017)

https://bair.berkeley.edu/blog/2017/07/18/learning-to-learn/

https://bair.berkeley.edu/blog/2017/07/18/learning-to-learn/


Outlook: Other Crazy Things…

https://distill.pub/2016/augmented-rnns/

https://distill.pub/2016/augmented-rnns/


Neural Turing Machines

Graves et al. „Neural Turing Machines“, https://arxiv.org/abs/1410.5401

https://distill.pub/2016/augmented-rnns/#neural-turing-machines

https://arxiv.org/abs/1410.5401
https://distill.pub/2016/augmented-rnns/


Neural Turing Machines

• Vectors are “natural language” of neural nets
• How to read/write from memory?
• How to differentiate?

In every step, read and 
write everywhere!



NTM: Read



NTM: Write



NTM: Inference



Adaptive Compute Time

• Allow RNN to execute variable amounts of computation for each
timestep?
• How many timesteps? …attention!



Adaptive Compute Time (cont‘d)



Neural Programmer: Inducing Latent Programs
with Gradient Descent (Neelakantan et al. ICLR2015)

• How about modeling actions/operations?
• Like arithmetic, loops, etc.?

https://arxiv.org/abs/1511.04834

https://arxiv.org/abs/1511.04834


Neural Programmer (cont‘d)

…and use attention to make it differentiable!



Summary

• Connectionist Temporal Classification
• allows to directly learn sequence-to-sequence mappings by introducing a 

blank (eps) symbol and marginalizing over all alignments
• time-synchronous

• Attention allows a network to „look at the big picture“
• Different attention mechanisms (content-based, self, multi-head, …)
• Typically includes feed-forward layer as transformation
• Attention can often be nicely visualized (à „explainable AI“)
• Transformer works without recurrency and thus requires less data!

• Concept of attention opens up new directions of research (NTM, NP)


